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Agenda



▪ Förderung durch DFG

▪ Förderlinie e-Research-Technologien

▪ Laufzeit 2023 bis 2026 (März)

▪ Partner
▪ Staatsbibliothek zu Berlin

▪ SLUB Dresden

▪ ZPD Würzburg
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Übersicht



▪ (Weiter)Entwicklung von Tools …
▪ zur automatischen Segmentierung: Eynollah und Detectron-basiert

▪ zur Visualisierung und händischen Auszeichnung/Korrektur: LAREX

▪ Erstellung und Konsolidierung von Trainingsdaten

▪ Entwicklung und Implementierung neuer Evaluationsmethoden

▪ Herumexperimentieren mit Trainingsworkflows etc.
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Ziele
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Agenda



Umfangreiches Tool zur Anzeige und Korrektur von quasi 
allen (Zwischen)Ergebnissen eines ATR-Workflows, u. a.

▪ Regionen- und Zeilenkoordinaten

▪ Semantische Typisierung von Regionen

▪ Reading Order

▪ Text
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Übersicht



▪ Eigentlicher Plan im Projekt: Punktuelle Ergänzung von Funktionalitäten, u. a.
▪ Komplexere Reading Order

▪ Metadaten

▪ Aber: LAREX lange historisch gewachsen
▪ Eher für die Einzelnutzung konzipiert (keine Nutzerverwaltung etc.)

▪ Selbst kleinere Änderungen oft aufwendig

▪ Tech-Stack in die Jahre gekommen

▪ …

▪ Also: Komplette Neuimplementierung

6

Alte Schwächen 



▪ Moderner Tech-Stack, deutlich höhere Flexibilität und Modularität
▪ Backend: Spring Boot 3 + Spring/Java Ecosystem (Spring Security, Spring Data JPA, etc.)

▪ Auth: Keycloak

▪ Frontend: Nuxt 4 + nuxt-auth-utils (secure OAuth2 login via BFF pattern) + WebGL Editor

▪ Features
▪ Umfangreiche Nutzer- und Datenverwaltung

▪ Multiview

▪ Flexibler Input (multipler) Daten (.png / .nrm.png / .bin.png / … ; .xml / .workflow1.xml / …)

▪ Erweiterte Reading Order Funktionalität (insb. ordered/unordered groups)

▪ Umfangreicher Metadaten-Editor

▪ …
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Neue Stärken
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Agenda



▪ Viele unterschiedliche Quellen

▪ Fokus auf „OCR-D-relevante“ Daten

▪ (Ursprüngliche) Grundidee: Training in Pipelines
▪ Frühe Schritte in der Pipeline

▪ Robustheit

▪ Qualitativ schlechter / allgemeinere Daten / ...

▪ Spätere Schritte in der Pipeline
▪ Finetuning

▪ Qualitativ bessere / passendere Daten / ...

▪ (Ursprüngliche) Hoffnung: Auch eher fragwürdige Daten haben relevanten Nutzen
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Übersicht



▪ Generelle Vorgehensweise
▪ So ausdifferenziert wie nötig

▪ So allgemein wie möglich

▪ Überarbeitung der OCR-D GT-Guidelines:
https://ocr-d.de/de/gt-guidelines/trans/structur_gt.html

▪ „Finetuning“ anhand von Erkenntnissen aus anstehenden Evaluationen

▪ Aktueller Eindruck
▪ Stark abhängig vom individuellen Anwendungsfall

▪ One-fits-all Lösung unwahrscheinlich

▪ Leichte Anpassbarkeit sicherstellen (Skripte, …)
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Segmentierungsrichtlinien

https://ocr-d.de/de/gt-guidelines/trans/structur_gt.html
https://ocr-d.de/de/gt-guidelines/trans/structur_gt.html
https://ocr-d.de/de/gt-guidelines/trans/structur_gt.html
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▪ OCR-D Referenzdaten

▪ DTA

▪ PRImA

▪ Schulbücher

▪ (Riesige synthetische Datensets)
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Quellen



▪ https://ocr-d.de/de/daten

▪ Gezielte Auswahl aus
▪ DFG-Projekt „Deutsches Textarchiv“

▪ Digitalisierten Sammlungen der Staatsbibliothek zu Berlin

▪ Wolfenbütteler Digitalen Bibliothek der Herzog August Bibliothek

▪ Enthält neben Layout- auch Text-GT
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OCR-D Referenzdaten

https://ocr-d.de/de/daten
https://ocr-d.de/de/daten
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OCR-D Referenzdaten



▪ https://github.com/OCR-D/gt_structure_all

▪ Riesige Datenmenge: 25.441 Seiten

▪ Nutzen und Nutzbarkeit der Daten schwankt allerdings stark
▪ Sehr hoher Anteil von Standardseiten

▪ Stark schwankende Auszeichnungsqualität

▪ Auswahl für genauere Prüfung/Korrektur durch Heuristiken, u. a. → ca. 3.100 Seiten
▪ Polygone

▪ Regionentypen

▪ (Semi)Automatische Anreicherung mit Zeilen- und Baseline-Koordinaten
▪ Basierend auf https://github.com/bertsky/ocrd_cis

▪ (Semi)Automatische Qualitätsanalyse angedacht
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DTA

https://github.com/OCR-D/gt_structure_all
https://github.com/OCR-D/gt_structure_all
https://github.com/OCR-D/gt_structure_all
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DTA – Aussortiert
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DTA



▪ https://www.primaresearch.org/datasets 

▪ PRImA Research Group (Salford, Manchester)

▪ Pattern Recognition & Image Analysis

▪ Viele Datensets, meist für Competitions (ICDAR, …)

▪ Häufig recht weit vom OCR-D-Fokus entfernt

▪ Problem: Oft nur kleinere Beispielsets vorhanden und/oder keine PAGE-XML

▪ Lösung: Neu ausgezeichnet → insgesamt knapp 400 Seiten
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PRImA

https://www.primaresearch.org/datasets
https://www.primaresearch.org/datasets
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HBR2013
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HDLAC2011
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HNLA2013
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PRImA2009
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RDCL2019
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RASM2019
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REID2017
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REID2019



▪ DFG-Projekt „Digitalisierung und Erschließung historischer Schulbücher
mit Schwerpunkt religiöse Bildung und Aufbau einer Wissensbasis
für die bildungshistorische Forschung“
▪ Kooperation zwischen GEI Braunschweig und ZPD Würzburg

▪ Förderung in Line „Digitalisierung & Erschließung“

▪ Laufzeit 3 Jahre, Start 07/24

▪ Ziele:
▪ Erfassung von deutschspr. Religionsschulbücher und schulischen (Erst-)Lesebüchern

▪ Systematische Erfassung von Akteuren aus der historischen Schulbuchproduktion unter Einsatz 
von Named Entity Recognition (NER) und Named Entity Linking (NEL)

▪ Zahlreiche Daten erfasst (→ knapp 4.500 S.), viele Trainingsexperimente (gleich mehr)

26

Schulbücher



27



1. Projektübersicht

2. LAREX (Teaser)

3. Trainingsdaten

4. Trainings-Testereien (BA Janik Haitz)
5. (Meine) Fragen

28

Agenda
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Übersicht

▪ Hier: Fokus auf die Identifikation und Segmentierung von Regionen,
Zeilensegmentierung dann quasi trivial

▪ Kann je nach Material und Benutzeranforderungen sehr anspruchsvoll sein
▪ Text  Nicht-Text

▪ … (viele Zwischenstufen)

▪ Fießtext  Überschriften  Marginalien  …

▪ Ziel für das Schulbuchprojekt: eher feinkörnige, aber 
pragmatische und sinnvolle semantische Unterscheidung

▪ Verwendete Software: Kraken (https://kraken.re)
▪ Pixel Classifier + Postprocessing Heuristiken

▪ Eingabe: Bild einer einzelnen Seite; Ausgabe: Bereichspositionen und -typen (PAGE XML)

   

https://kraken.re/


Trainingsbeispiele
paragraph page number

marginalia

heading

image region

caption

footnote

separator
region
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Experimente

▪ Annotierte Datasets
▪ Training: 800 gemischte Seiten; spezialisierte Sub-Datasets: 202 Titelseiten, 348 ToC-Seiten
▪ Evaluation: 241 gemischte Seiten; 25 Titelseiten und 25 ToC-Seiten

▪ Testen verschiedener Setups (weitestgehend analog zur Texterkennung)
▪ Effekt der Input-Bildformate: grau >= Farbe >> binär
▪ Pretraining und Datenaugmentierung hilft, allerdings nur ein bisschen

▪ Ergebnisse
▪ Sehr präzise, speziell auf normalen Inhaltsseiten: Pixel Accuracy (PA) von 95,4%
▪ Seitentypen-spezifische Modelle (Titel, ToC, …) führten zu deutlichen Verbesserungen

▪ PA (Titelseiten): 89,0% → 96,1%
▪ PA (ToC-Seiten): 87,6% → 97,7%

Haitz, Janik (2025): Implementation and Evaluation of Methods for Layout Analysis in the Context of Automatic Text Recognition 
of Historical Schoolbooks. Bachelorarbeit.
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Beispielergebnisse I



Beispielergebnisse II
mixed model

ToC model



Zusammenfassung

▪ Layouterkennung auf Großteil der Seiten sehr präzise

▪ Weitere Verbesserung durch mehr Trainingsseiten (QA → AL!)

▪ Seitentypen-spezifische Modelle vielversprechend

▪ Segmentierungsrichtlinien: weniger ist mehr?!

▪ Multimodaler Ansatz naheliegend und vielversprechend
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Agenda



▪ Wo und wie Daten veröffentlichen?
▪ Zenodo?

▪ Teils fehlende Bildrechte → Nur PAGE + Verweis?

▪ Eigene Erfahrungen, speziell
▪ zum Einsatz von Trainingspipelines

▪ zu one-fits-all / zur Übertragbarkeit von breiten Modellen (Segmentierungsrichtlinien!)

▪ Weitere open-source Lösungen?

▪ Weitere lohnenswerte Datensets?

▪ …????
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(Meine) Fragen
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