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Überblick

1. Einführung: Die Konsilien der Juristischen Fakultät

2. Tests: Weiterverarbeitung von Transkriptionen
a) Vorgehensweise (Modelle, Prompting, Aufgaben)
b) OCR
c) OCR post-correction
d) Metadaten
e) Zusammenfassung / Regest

3. Chancen, Grenzen, Ausblick: Abschließende Überlegungen





Juristische Konsilien

• 269 Bände (1602-1883) mit unterschiedlichen Schreibhänden

• bearbeitet wurden Bd. 84/13 (1659-1661) und 84/14 (1659-1661)

• Sprache: Deutsch, Latein

• Schrift: deutsche Kurrentschrift, lateinische Schreibschrift

(alles reifflich ponderirt,)



Juristische Konsilien

• Herangehensweise: 

- Variante 1: Erstellung eines Sample Sets anhand dessen 
verschiedene generische Modelle getestet wurden

- Variante 2: Training eines eigenen Modells anhand von 223 S. 
GT aus zwei Bänden (UAT 84/13 und UAT 84/14 aus dem 17. 
Jahrhundert)



Ergebnis Modell „Juristische_Konsilien_Tuebingen_
Eigenauswahl_Testset_Basemodel2“

→ durchschnittliche CER mit LM: 1,95%



Juristische Konsilien (1602-1879) 

• mehrere Schreiber
• 223 S. GT (1659-1665)
• Deutsch, Latein
• 2,09% CER (1,95% mit LM)

Foto: Valentin Marquardt/Universität Tübingen







Präsentation von Volltexten (OpenDigi UB Tübingen)



2. Tests: Weiterverarbeitung von Transkriptionen 



a. Vorgehensweise (Modelle, Prompting, Aufgaben)









b. OCR







Claude Gemini





c. OCR post-correction





Claude Gemini



d. Metadaten



Gemini



e. Zusammenfassung / Regest



Claude



Gemini



GPT



3. Chancen, Grenzen, Ausblick: Abschließende Überlegungen

• Abgesehen von OCR: solide bis sehr gute Ergebnisse

• Anwendungsbereich?

- Keine Fehlerlosigkeit

- „schmutzige OCR“ im OpenDigi

- Als „Zusatzleistung“ sehr gut geeignet(?)

 modernisierte OCR

 Metainformationen

 Zusammenfassungen



3. Chancen, Grenzen, Ausblick: Abschließende Überlegungen

• Unterschiede in Performance:

- Variierende Trainingsdaten

- Modellarchitektur und -größe

- Verschiedene Verarbeitungsformen

- Fähigkeit, Beispiele aus Few-Shot-Prompt anzuwenden

- Problem: Blackbox – wie wird was verarbeitet etc.?



3. Chancen, Grenzen, Ausblick: Abschließende Überlegungen

• Grenzen:

- OCR-Daten entscheidend

- Formatierung, Zeilenumbrüche etc.

- Halluzinationen und ungewollte Ergänzungen

- „Aufmerksamkeit“ bei langen Texten

- Seltene Phänomene (Abkürzungen, Namen, Fachbegriffe etc.)

- Reproduzierbarkeit und Stabilität (Wissenschaftlichkeit)





3. Chancen, Grenzen, Ausblick: Abschließende Überlegungen

• Ausblick:

- Kleinere Open Source Modelle

- Ggf. lokale Verwendung

- Workflow (Voll- bzw. Teilautomatisierung)

- Zuschaltung von Datenbanken (Namen, Begriffe etc.)






